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ABSTRACT
Testing and verification of autonomous systems is critically im-
portant. In the context of SBFT 2024 Cyber-physical systems (CPS)
testing tool competition, we present our tool AmbieGenVAE for gen-
erating virtual roads to test an autonomous vehicle lane keeping as-
sist system. AmbieGenVAE leverages optimization in a Variational
Autoencoder latent space to produce challenging test scenarios. It
has achieved the highest score for one of the test subjects and the
second-highest final score among 2 other submitted tools.

CCS CONCEPTS
• Software and its engineering→ Software verification and
validation; • Computing methodologies → Search method-
ologies.
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1 INTRODUCTION
The architectures of modern autonomous cyber-physical systems
(CPS), such as self-driving cars, are highly complex, comprising
hardware, software and machine learning components that interact
with each other. It is thus essential to ensure that the developed
software for autonomous CPS is robust and enables these systems
to withstand the numerous challenges arising in unstructured and
dynamic real-world environments.

One of the common practices is to perform simulation based test-
ing of the developed system [9]. A number of previous works pro-
posed optimization techniques based on evolutionary algorithms to
effectively generate challenging and diverse test scenarios to be exe-
cuted in simulation [6], [8]. Evolutionary algorithmswere originally
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designed to operate on elements represented as one-dimensional ar-
rays of real numbers or graphs (genetic programming). State-of-the-
art algorithms such as evolutionary strategies, CMA-ES, differential
evolution (DE), or particle swarm optimization (PSO) require the
solutions to be represented as an array of real numbers [5]. At the
same time, the commonly used representations for test scenarios for
autonomous CPS are rather complex, including multidimensional
arrays of different shapes [7], combinations of discrete and contin-
uous values as well as sequential dependence between elements
[3]. This complicates the usage of the advanced search algorithms
and search operators in the test generation process. To address
the problem of obtaining an efficient representation, we developed
a tool AmbieGenVAE that first learns a simple one-dimensional
representation of the test generation problem and then performs
optimization of the candidate solutions in a latent space.

In the context of SBFT 2024 CPS testing tool competition [2], we
have adopted our tool to generate virtual test scenarios falsifying
an autonomous vehicle (AV) lane-keeping assist system (LKAS). A
test scenario for an AV lane-keeping assist system is represented
as a virtual road, defined by a sequence of 2D road points. The
road points are then interpolated using cubic splines to obtain
the final road geometry. According to the competition rules, the
road has to remain within the map borders, the road cannot be too
sharp, and cannot self-intersect. In the next section, we describe
the AmbeiGenVAE tool operation in more detail.

2 AMBIEGENVAE TOOL DESCRIPTION
The AmbieGenVAE approach includes three key steps: (1) collecting
a dataset of test scenarios, (2) training a variational autoencoder
(VAE) model, and (3) executing an evolutionary search within the
latent space of the autoencoder. The first two steps are illustrated
in Figure 1.

Figure 1: Collecting a dataset and training a VAE

To represent the road points we leveraged a curvature-based
representation introduced by Castellano et al. [3], where a road
topology is described by a sequence of 𝑁 curvature values (kappa)
𝜅0, 𝜅1, ..., 𝜅𝑁−1. To simplify the VAE training, we chose to have a
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fixed size of a kappa vector of 17. To produce a dataset of more
relevant and challenging test scenarios i.e road topologies, we first
set up a search algorithm optimizing some parameters of the road
topologies and ensuring their validity. We used the maximum road
curvature value as the objective function. Intuitively, the bigger
the curvature angle is present in the road topology, the more chal-
lenging it should be for the driving agent. When the maximum
road curvature exceeded the limits, the test cases were given a low
fitness value. We performed 50 runs of a genetic algorithm with a
population size of 200 for 100 generations and saved the population
in the last generation to obtain a dataset of 10 000 test scenarios.
Each scenario was represented as 17-dimensional vector of kappa
values. To ensure the diversity of the produced test scenarios, we
added a duplicate removal strategy based on the cosine similarity of
the vectors of kappa values that was executed after each generation
of the search.

In the second step, we trained a VAE with a simple architecture
[1] consisting of four fully connected layers and two ReLU activa-
tion functions. The primary objective of training the VAE was to
learn a mapping function between a given road topology and its
representation in a latent space. In our implementation the latent
space consisted of a 17-D vector with values from the normal distri-
bution. We opted for a latent space size identical to the input size,
i.e., 17, to minimize the reconstruction loss. New test scenarios can
be produced by sampling the latent space and passing the obtained
vectors through the decoder module of the trained VAE.

The third step of the approach is demonstrated in Figure 2. It

Figure 2: Performing the search in the VAE latent space

begins by sampling the latent space from the trained VAE and
obtaining one-dimensional vectors of real numbers from the normal
distribution. To optimize the test cases, we ran a genetic algorithm
with a population size of 40 and a given time budget, which was
of 3 hours in the SBFT 2024 competition. The optimization was
performed in the VAE latent space. As the search operators, we
used simulated binary crossover and polynomial mutation [4]. Prior
to evaluation, each latent vector was transformed to an actual
test case by passing it through the decoder part of the VAE. The
search was guided by the performance of the driving agent in a
given test scenario in the simulation. The goal was to maximize
the percentage of the vehicle going out of the road lane bounds.
To ensure the diversity of the test scenarios, we added a duplicate
removal step after each generation based on cosine similarity of
vectors representing the test scenarios.

3 EVALUATION RESULTS
The evaluation results based on 6 runs of 3 hours for two driving
agents, BeamNG and Dave2, are shown in Figure 3. BeamNG drives

at the maximum speed of 70 km/h and the failure is detected when
more than 85 % of the vehicle goes of the bounds. The DAVE-2
agent drives slower with a maximum speed of 25 km/h, but a lower
tolerance of 10 % is used to trigger failures. AmbieGenVAE revealed
on average 49 failures for the BeamNG agent, achieving the highest
feature space coverage score of 0.13 for this agent among the two
other submitted tools. For the Dave-2 driving agent it revealed 2
failures on average, achieving the feature space coverage of 0.02
and the second-best total score.

Figure 3: The evaluation results in terms of revealed failures
and feature space coverage

4 CONCLUSIONS
In this paper, we introduce AmbieGenVAE, a tool for generating
test scenarios for an autonomous vehicle LKAS system. The tool
leverages evolutionary search in a latent space of a pre-trained VAE.
The VAE is trained on a dataset of challenging, diverse and valid
test scenarios. AmbieGenVAE has proven to be effective at testing
the LKAS system of the BeamNG driving agent. In the future, we
plan to improve the performance of the tool for the Dave-2 agent.
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